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Abstract : In 2025, the blockchain ecosystem is characterized by a fragmented landscape of Layer-1 and Layer-2 protocols,
specialized interoperability frameworks, and enterprise distributed ledgers. While modular architectures (e.g., Ethereum
with rollups, data-availability layers) and high-throughput monolithic chains (e.g., Solana, Aptos) each demonstrate
important advances, none provide a single, security-first base layer that simultaneously offers parallel execution, first-class
cross-chain messaging, and native cross-asset settlement under rigorous resource bounds.

This paper proposes Mother of Protocol (MoP), a monolithic, high-security base layer that integrates heterogeneous
protocols via formal adapters and light-client verification, supports ordered cross-chain messaging with replay protection,
and settles cross-asset flows atomically through an integrated asset hub. MoP combines a HotStuff-class BFT Proof-of-
Stake consensus with aggregated BLS signatures and a parallel, deterministic WASM virtual machine (MPVM) that uses
access-list-driven optimistic concurrency. The design explicitly meters compute, bytes moved, and state contention, with EIP-
1559-like basefee dynamics per resource dimension.

We situate MoP in the broader design space by comparing it to major public blockchains and enterprise DLTs across
consensus, execution, interoperability, and economic models. We then present the MoP architecture, threat model, fee
system, and parameterization, and discuss performance targets in the range of 15k—30k TPS for simple transfers and >5k
TPS for mixed DeFi workloads on commodity hardware. The paper concludes with open research questions regarding
compute-unit calibration, scheduler conflict heuristics, and oracle/AnyTrust committee design, positioning MoP as a
candidate base layer for a heterogeneous, multi-chain future.

Keywords: Blockchain, Consensus Mechanisms, Cross-Chain Interoperability, Parallel Execution, WASM Virtual Machine, BFT Proof-
of-Stake

1. Introduction

The last decade has seen rapid evolution of blockchain platforms from single-purpose payment systems to rich, programmable
execution environments. Contemporary protocols specialize along multiple axes:

e Layer-1 vs. Layer-2: Base chains (e.g., Bitcoin, Ethereum, Solana) provide fundamental security, while rollups and
sidechains (e.g., Arbitrum, Polygon, opBNB) scale execution.

e  Monolithic vs. Modular: Monolithic chains (e.g., Solana, Aptos) integrate consensus, execution, and data
availability; modular stacks (e.g., Ethereum + rollups + DA layers) separate these concerns.

e Public vs. Permissioned: Public networks (e.g., Ethereum, Polkadot, Avalanche) contrast with enterprise DLTs
(e.g., Hyperledger Fabric, R3 Corda) that prioritize governance, privacy, and regulatory compliance.

Despite this diversity, three persistent gaps remain:

1. Fragmented security and liquidity: Assets and applications are siloed across heterogeneous chains, resulting in
brittle bridges, fragmented liquidity, and complex trust assumptions.

2. Ad-hoc interoperability: Inter-chain communication is typically implemented via protocol-specific bridges or
narrow interoperability frameworks (such as IBC or bespoke cross-chain messaging), often without unified ordering
or replay-protection semantics.

3. Lack of a single, security-first base layer with parallel execution: While monolithic high-performance chains
exist, they typically optimize for execution throughput without simultaneously providing a first-class, trust-
minimized cross-chain and cross-asset settlement fabric.
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1.1 Motivation

In late 2025, leading protocols illustrate the extremes of the design space. Ethereum adopts a modular architecture: a Proof-
of-Stake Layer-1 with ~10-30 TPS, combined with a rapidly growing ecosystem of optimistic and ZK rollups that execute the
majority of user transactions. Solana and Aptos, by contrast, exemplify monolithic high-throughput designs, leveraging
Proof-of-History or Block-STM-style parallelism to reach thousands of TPS with sub-second latency. Interoperability
networks like Polkadot and Avalanche’s subnet model provide various forms of shared security and cross-chain messaging,
while enterprise platforms (Hyperledger Fabric, Corda) demonstrate the value of strong consistency and privacy in
permissioned settings.

However, none of these systems, in isolation, offer:

e A single base layer that:
o provides HotStuff-class BFT finality with a moderate validator set;
o executes transactions in a deterministic, parallel WASM VM with explicit resource limits; and
o offers native cross-chain messaging and cross-asset settlement primitives with integrated oracle and
circuit-breaker mechanisms.

This motivates the design of Mother of Protocol (MoP) as a monolithic, security-first base layer that treats cross-chain
communication and cross-asset settlement as first-class protocol objects rather than afterthoughts.

1.2 Contributions
This paper makes the following contributions:

1. Architectural Proposal: We introduce MoP, a monolithic base-layer architecture that integrates:
o aHotStuff-family BFT Proof-of-Stake consensus with BLS aggregate signatures;
o adeterministic, parallel WASM virtual machine (MPVM) with access lists and optimistic concurrency;
o across-protocol communication substrate (MoP-XPC) with light-client-verified envelopes; and
o anative asset hub (MAH) for cross-asset CFMM and RFQ settlement.
2. Resource-Metered Fee Model: We formalize a multi-dimensional fee model that independently meters compute
units, bytes moved, and read/write key touches, with EIP-1559-style basefee adjustment for each dimension.
3. Security and Threat Model: We provide an integrated security model encompassing consensus safety, data
availability, cross-chain verification, oracle manipulation, state-contention denial-of-service, and validator collusion.
4. Comparative Analysis: We position MoP against state-of-the-art public and enterprise protocols, highlighting
where MoP’s design reuses existing ideas (e.g., Block-STM, IBC, PBS) and where it introduces new combinations
(e.g., AnyTrust channels with protocol-native fee and circuit-breaker semantics).
5. Research Agenda: We identify open research questions for doctoral-level work, including formal analysis of the
scheduler, calibration of compute-unit pricing, modelling of light-client footprint on resource-constrained validators,
and design of robust oracle and AnyTrust committees.

1.3 Paper Organization

Section 2 surveys related work and situates MoP within the 2025 blockchain design space. Section 3 presents the design goals
and system model. Section 4 outlines the high-level architecture. Sections 5—8 detail the consensus, execution,
interoperability, and asset/fee layers. Section 9 presents the security model and threat analysis. Section 10 discusses
performance targets and parameterization. Section 11 concludes and outlines future work.

2. Background and Related Work
2.1 Monolithic vs. Modular Architectures

Modern blockchains can be broadly grouped into monolithic and modular designs. Ethereum follows a modular roadmap
where Layer-1 prioritizes security and data availability, and a constellation of rollups handle execution. Layer-2 protocols
such as Arbitrum and Polygon zZkEVM provide massive throughput gains by batch-executing transactions off-chain and
posting proofs or calldata on Ethereum.

In contrast, Solana and Aptos adopt monelithic designs: they integrate consensus, data availability, and execution into a
single high-performance chain, leveraging techniques such as Proof-of-History, Sealevel parallelism, and Block-STM to
achieve thousands of TPS with low latency. These systems demonstrate that high throughput is attainable on a single chain,

PAGE NO: 124



INDICA JOURNAL (ISSN:0019-686X) VOLUME 6 ISSUE 11 2025

but interoperability and cross-asset settlement are typically secondary concerns, delegated to external bridges or off-chain
infrastructures.

MoP deliberately adopts a monolithic base-layer approach, but does so with an explicit goal of being a “mother” protocol:
a single security anchor for heterogeneous execution environments and cross-chain settlement, rather than a standalone
application ecosystem.

2.2 Consensus Mechanisms
Public networks today employ a variety of consensus mechanisms:

e Proof-of-Work (PoW): Used by Bitcoin, offering strong security via economic cost but limited throughput and high
energy consumption.

e  Proof-of-Stake (PoS) and Variants: Used by Ethereum, Cardano, Polkadot, Avalanche, and Aptos. These protocols
differ in validator set size, finality gadgets (e.g., GRANDPA, Gasper, Avalanche consensus), and performance
characteristics.

e Delegated PoS / PoSA: Employed by BNB Chain and Tron, sacrificing some decentralization for higher throughput
and faster confirmation.

HotStuff [1] and its descendants provide a linearly-messaged, pipelined BFT consensus with clear safety proofs and
practical implementations. MoP builds directly on this family, pairing it with BLS aggregate signatures to reduce signature
verification overhead and improve block size efficiency.

2.3 Parallel Execution and Access-List-Based Concurrency

Traditional EVM chains execute transactions sequentially. Recent work (e.g., Aptos’s Block-STM, Solana’s account-based
parallel runtime) shows that optimistic concurrency guided by access lists or conflict detection can significantly increase
throughput by executing non-overlapping transactions in parallel and re-executing only conflicting transactions.

MoP’s MPVM extends these ideas: it operates on a deterministic WASM runtime with explicit read/write key declarations
(access lists) at the transaction level, enabling a parallel scheduler that:

e executes transactions concurrently when their state-access sets do not overlap; and
e detects and retries conflicting transactions within the same block.

2.4 Interoperability and Cross-Chain Messaging

Interoperability frameworks such as Cosmos IBC and Polkadot’s XCMP provide structured cross-chain messaging, while
numerous bridges implement bespoke mechanisms using light clients, multisig committees, or external relayers. However,

cross-chain communication is often not native to the base-layer protocol and lacks uniform semantics for ordering, replay

protection, and timeout handling.

MoP’s XPC layer treats cross-chain messages (XMSQG) as first-class citizens in the block structure, with explicit fields for
channel identifiers, sequence numbers, ordering mode, timeouts, and proof bundles (light-client proofs or committee
attestations).

2.5 Enterprise Distributed Ledgers

Hyperledger Fabric and R3 Corda illustrate how enterprises adopt DLT concepts in permissioned settings with known
participants, configurable trust assumptions, and strong privacy requirements. Fabric’s channel and private data mechanisms,
and Corda’s need-to-know transaction dissemination, show the importance of fine-grained access control and data
minimization.

MoP operates as a public chain, but borrows several concepts—e.g., capability-scoped host calls, per-channel security modes
(light-client vs. AnyTrust), and circuit breakers—to provide enterprise-grade safety and control in an open setting.
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3. Design Goals and System Model
3.1 Design Goals
MoP is designed to satisfy the following primary goals:

e Gl - Security-First Base Layer: Provide deterministic finality and strong economic security using a HotStuff-
family BFT Proof-of-Stake protocol with robust slashing and data-availability checks.

e G2 - Parallel, Deterministic Execution: Support high-throughput execution via a deterministic WASM virtual
machine with explicit access lists and optimistic concurrency.

e  G3 — Native Interoperability: Integrate cross-protocol and cross-chain messaging (MoP-XPC) with ordered
channels, replay protection, light-client verification, and AnyTrust modes.

e G4 — Native Cross-Asset Settlement: Provide a global asset registry and built-in CFMM/RFQ primitives for atomic
cross-asset settlement, with oracle-guarded price bands and circuit breakers.

e G5 —Predictable Resource Usage: Enforce explicit limits on block size, compute units, and read/write keys,
combined with multi-dimensional pricing for compute, bandwidth, and state contention.

e GO6 — Language-Neutrality: Enable diverse execution environments (EVM, Move, account-keyed VMs) via WASM
and FFI adapters, without privileging any single high-level language.

3.2 Non-Goals
MoP is not:

e An L2 that derives trust from another chain; it is a sovereign Layer-1.
e A privacy coin; while private channels and selective-disclosure payloads are supported, MoP does not implement
protocol-level anonymity sets as its primary focus.

3.3 System and Adversarial Model
We assume:

e A set of n validators participating in consensus, where at most f = |(n — 1)/3| are Byzantine.

e A partially synchronous network with eventual message delivery and bounded network delays after some unknown
Global Stabilization Time (GST).

e Rational validators that respond to incentives (fees, rewards) and can be penalized via slashing.

e A cross-chain environment where foreign chains may be Byzantine, but light-client proofs or AnyTrust committees
provide verifiable evidence of foreign state.

Threats include double-signing, equivocation, censorship, data-availability withholding, light-client and oracle manipulation,
state-contention attacks, spam, and validator cartel behavior.

4. MoP Architecture Overview
MoP consists of four tightly-coupled layers:

1. Consensus Layer — HotStuff-BLS PoS
Deterministic finality in ~1-2 s using a pipelined three-phase HotStuff variant with BLS aggregate signatures. The
validator set begins at 128 and can be extended to 192 and 256 via governance.
2. Execution Layer - MPVM (MoP Parallel VM)
A deterministic WASM 1.0 + WASI-subset runtime with explicit access lists, optimistic parallel scheduling, and
language-neutral adapters (MoP-FFI) for EVM, Move, and account-keyed VMs.
3. Interoperability Layer — MoP-XPC
A cross-protocol communication substrate that validates Ethereum, Cosmos/Tendermint, Bitcoin SPV, and generic
ZK light-client proofs, and carries cross-chain messages in XMSG envelopes with ordered channels and timeouts.
4. Asset Layer — MoP Asset Hub (MAH)
A global asset registry mapping canonical asset identifiers and metadata, combined with native CFMM and RFQ
primitives for cross-asset settlement.
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Networking is implemented over QUIC gossip, with priority lanes for governance, XPC control, and user transactions, and
identity-bound DoS tickets.

5. Consensus and Validator Set
5.1 HotStuff-BLS Consensus Protocol

MoP employs a HotStuff-family BFT consensus with the following properties:

Class: Pipelined three-phase commit (prepare, pre-commit, commit).
Cryptography:
o BLSI12-381 aggregate signatures for quorum certificates;
o ed25519 or secp256k]1 signatures for user transactions.
Proposer Selection: Stake-weighted Verifiable Random Function (VRF) per block; proposer rotates every block.
Quorum: (2f + 1), where (f =\lfloor (n - 1)/3 \rfloor).
For example, with (n = 128), we have (f = 42) and quorum size (= 86).

5.2 Timing and Finality

e Target block time: 2.0 s.
e  Finality: Typically within a single HotStuff round (1-2 s), bounded by network latency and view-change events.

This provides user-perceived finality comparable to high-performance PoS chains, while maintaining classical BFT safety
guarantees.

5.3 Slashing, Liveness, and Governance of the Validator Set
MoP defines a comprehensive slashing and liveness regime:

e Slashable offences:
o Double-signing and equivocation across views or heights;
o Censorship (e.g., provable delayed inclusion of transactions);
o Invalid data-availability attestations.
e Inactivity Leak: Offline validators gradually lose stake over epochs, incentivizing continuous participation.
e Pacemaker: A view-change mechanism with exponential backoff and proposer hinting ensures liveness under
varying delay conditions.

The validator set is:

o Initial size: 128 active validators.

e Scale path: Governance can raise this to 192 and 256, conditioned on benchmark results demonstrating acceptable
performance.

e Unbonding: 14-day unbonding period with partial exits per epoch to support gradual stake movements.

6. Execution Layer: MoP Parallel Virtual Machine (MPVM)
6.1 Deterministic WASM Engine
MoP adopts a deterministic WASM runtime:

e Instruction Set: WASM 1.0 with a restricted, deterministic WASI subset.
e Determinism:
o No nondeterministic syscalls;
o No direct wall-clock access;
o Randomness derived from consensus VRF outputs embedded in headers.
o Host Capabilities: Exposed via capability-scoped host calls for storage, cryptography, XPC, events, and oracles.
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This design supports multi-language smart contracts (Rust, C/C++, Go, etc.) compiled to WASM, and facilitates formal
reasoning about execution behavior.

6.2 Access Lists and Parallel Scheduler
Each transaction (Tx) includes an access list of declared read/write keys:

e  Access List:
[
\text{access_list} = { (key i, mode i) \mid key i \in \mathcal{K},; mode i\in {\text{READ}, \text{WRITE}} }.

]

The scheduler:

Partitions transactions into batches with non-overlapping write sets (and safe read/write combinations).

. Executes batches in parallel across cores.

3. Detects conflicts (e.g., a transaction reads a key written by another transaction in the same block) and re-executes
only the conflicted transactions.

o -

The state model is hybrid account/keyed:

e  Accounts own balances and optional code.
e Contract state is stored in key-addressable slots, enabling Solana-style non-overlap semantics for independent
contracts.

6.3 Multi-VM Adapters (MoP-FFI)
To support heterogeneous execution environments, MoP provides adapters:

e EVM Adapter:

o Either lifted EVM bytecode compiled to WASM; or

o Embedded EVM interpreter inside the sandbox, with storage operations mapped to MoP key space.
e Move Adapter:

o Move VM compiled to a hostcall ABI;

o Move resources mapped onto MoP’s keyed state model.
e Account-Keyed Adapter (SVM-style):

o Compatibility layer for account-keyed program ABIs.

These adapters allow existing EVM and Move contracts to be deployed on MoP with minimal changes while still leveraging
MPVM’s parallel scheduler and resource metering.

6.4 Resource Metering and Fees
MoP prices three independent resource dimensions:
e  Compute Units (CU): Instruction-weighted cost of execution.
e Bytes Moved (BM): Total number of bytes in payloads and I/O (reads/writes).

o Read/Write Keys (RWK): Unique state keys touched.

The fee for a transaction is:

[
\text{fee} = \alpha \cdot \text{CU} + \beta \cdot \text{BM} + \gamma \cdot \text{RWK} + \text{tip} \tag{1}

]

where (\alpha, \beta, \gamma) are per-dimension prices derived from basefees (Section 8), and tip is an optional user-
specified priority fee.
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7. Interoperability Layer: MoP-XPC
7.1 Light-Client Bridges
MoP integrates in-protocol light clients for multiple external systems:

Ethereum: Beacon-chain light client for finality proofs.

Cosmos/IBC: Tendermint/Comet light clients with channel mapping to MoP XMSG.

Bitcoin: SPV proofs with configurable inclusion depth thresholds.

Generic-ZK Slot: Pluggable verifiers accepting succinct proofs from arbitrary chains capable of exporting
SNARK/STARK-style state proofs.

These light clients are maintained and updated via governance, with parameterized verification logic (e.g., allowed forks,
finality windows).

7.2 XMSG Envelopes and Security Modes

Cross-chain messages are encapsulated as:

XMSG {
channel id, sequence, ordering (ordered | unordered)
src_chain, dst_chain, timeout_height | timeout_timestamp
capability id
payload_hash, payload len

proofs { Ic_proof | committee attestation }

}

Two security modes are supported:

e C(Client-Verified: Messages are accepted only when light-client proofs validate the foreign chain’s consensus. This
mode is preferred for high-value channels.

e AnyTrust Committee: A rotating MoP-level committee attests to availability and validity for low-value channels,
with strict caps on exposure and explicit policy on membership rotation.

7.3 Delivery Semantics
MoP-XPC provides:
e At-most-once delivery: Guaranteed by sequence numbers and replay protection.
e Call/Ack Pattern: Optional acknowledgments for application-level confirmation.
o Timeouts and Refunds: If timeouts elapse, source-chain escrows revert (particularly for asset flows).
8. Asset Layer: MoP Asset Hub (MAH) and Economics
8.1 Global Asset Registry (GAR)

The Global Asset Registry maintains canonical identifiers for native and wrapped assets:

e Canonical IDs: CAIP-style tuples including chain identifier, asset address, decimals, and policy.
e Metadata Commitments: On-chain commitments to oracle feeds, risk bands, and transfer caps.

This registry is the foundation for cross-asset routing and risk-bounded settlement.
8.2 Cross-Asset Atomic Settlement
MoP supports two primary settlement pathways, both XMSG-atomic:

1. CFMM Path:
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o Native constant-function market maker pools for the most liquid pairs.

o Time-weighted average price (TWAP) safeguards and circuit-breaker halts on deviations.
2. RFQ Auction Path:

o  Off-chain quotes with on-chain commit-reveal;

o Settlement only if quotes fall within oracle-defined bands.

Escrow semantics:

e Source chain: Assets are locked or burned with proof — XMSG to MoP — mint or release on MoP.
e Redemption: Reverse flow with corresponding proofs.

Bridging prefers light-client verification and uses AnyTrust committees only under strict caps.
8.3 Multi-Dimensional Basefee Mechanism
MoP defines three independent basefees:

o (\text{base} {cu}) for compute units,

o (\text{base} {bm}) for bytes moved,

o (\text{base} {rwk}) for read/write keys.

Each basefee is adjusted per block, analogous to EIP-1559, targeting 50-60% utilization of the corresponding meter. Fee
distribution:

e 70% of basefee revenue is burned, creating a supply sink.
30% is distributed as validator rewards (proposer + quorum share).
e 100% of tips are paid to the block proposer (or to builders under PBS, if enabled).

8.4 Staking and Delegation
Staking is delegation-friendly:
e  Minimum stake is set by governance.
e Delegation commissions are bounded, with an optional anti-centralization curve that penalizes excessively large
validators.
9. Security Model and Threat Analysis
9.1 Consensus and Data Availability
e Safety: Provided by HotStuff with (n \geq 3f + 1); safety holds under up to (f) Byzantine validators.
e Data Availability:
o Erasure-coded block bodies;

o Validator sampling and attestations embedded in block headers;
o Invalid DA attestations are slashable.

9.2 Cross-Chain and Bridge Security

Potential bridge compromises are mitigated via:

Preferential use of light-client-based verification;

AnyTrust channels with conservative caps and mandatory timeouts;

Rotating committee membership and explicit slashing for misbehavior;
Optional multi-proof aggregation across independent oracle feeds or committees.

9.3 Oracle Manipulation

To mitigate oracle risk:
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e  Multi-feed aggregation (e.g., medians across diverse sources);
TWAP and Time-Windowed Median Absolute Deviation (TMAD) bounds;
e  Circuit breakers that halt asset flows on excessive deviation or low liquidity.

9.4 State-Contention and Spam Attacks

e State-Contention DoS:

o RWK-based pricing directly penalizes transactions touching many or “hot” keys;

o Scheduler backoff and hot-key rate limits reduce the impact of localized contention.
e Spam:

o Identity-bound mempool tickets;

o  Minimum fee floors;

o  Per-origin burst caps and global mempool fairness policies.

9.5 Validator Cartels and Governance Risks

e Delegation caps and commission bands reduce concentration.

e Randomized proposer selection and churn in the active set hinder persistent cartels.

e Two-chamber governance: Stakers and builders/users jointly approve protocol changes, with constitutional
constraints and emergency pause hooks limited by 2/3 supermajority plus a 2-epoch delay.

10. Performance Targets and Parameterization
10.1 Throughput and Latency Targets

Indicative targets on a 16-core commodity validator include:

e  Throughput:
o 15k-30k TPS for simple transfers;
o =5k TPS for mixed DeFi workloads with MPVM parallelism.
e Latency:
o <2 sp50 finality;
o <3 s p95 under nominal load.
e  Utilization:
o Steady-state resource utilization targeted at 50-60% for all meters.

10.2 Block and Transaction Limits
Initial block-level limits:

Max block size: 4 MiB (hard), 3 MiB target.

Max compute units (CU): 40,000,000 per block.

Max read/write keys (RWK): 200,000 per block.

Max transactions: 20,000 (soft limit).

Block time: 2.0 s; epoch length: 900 blocks (~30 min).

Transaction class defaults:

e Transfer: <2 KB, < 1,000 CU, <2 RW keys.

e Contract call: <64 KB, <500k CU, <64 RW keys.

e XPC packet: < 128 KB payload (bytes count 1:1 into BM).
10.3 Block Structure

A MoP block consists of:

e Header:
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\begin{aligned}

\text{BlockHeader} = { &\text{version}: ul6,; \text{chain id}: u32,; \text{height}: u64,\
&\text{prev_hash}: H256,; \text{tx root}: H256,; \text{state root}: H256, \
&\text{receipts_root}: H256,; \text{xpc_root}: H256, \

&\text{proposer_id}: \text{Validatorld},; \text{quorum_ sig}: \text{BLSAggSig}, \
&\text{time}: \text{unix_nanos},; \text{cu used}: u64,; \text{rwk used}: u32,\
&\text{size bytes}: u32 }

\end{aligned}

[

Body:

\text{BlockBody} = { \text{txs}: [Tx],; \text{xpc_packets}: [XMSG],; \text{attestations}: [\text{LightClientProof} \mid
\text{DAProof}] }

]

Transactions contain payer, nonce, fee fields (including tip and base components), access lists, gas limits in CU, payload types
(WASM/EVM/Move/sys/XPC), and multisignature support.

11. Positioning MoP in the 2025 Protocol Landscape

MoP’s design can be contrasted with existing protocols along several dimensions:

Architecture:

o Like Solana and Aptos, MoP is monolithic and high-performance, but it integrates cross-chain messaging
and settlement as native features rather than external add-ons.

o Unlike Ethereum’s modular rollup-centric design, MoP aims to provide both execution and interoperability
in one base layer, reducing complexity at the cost of higher on-chain responsibilities.

Execution Model:

o MPVM’s deterministic WASM plus access-list-driven parallel scheduling combines aspects of Solana’s
account-based parallelism and Aptos’s Block-STM, while remaining language-neutral and explicitly
resource-metered across compute, bytes, and state access.

Interoperability:

o MoP’s XPC layer generalizes concepts from Cosmos IBC and Polkadot XCMP into a single envelope
format with multiple security modes and support for Ethereum, Cosmos, Bitcoin, and generic ZK-proof
chains.

Asset Layer:

o Whereas most platforms rely on external bridges and application-level AMMSs, MoP integrates a Global

Asset Registry and CFMM/RFQ primitives, with oracle-aware circuit breakers, at the protocol layer.
Enterprise Readiness:

o By combining capability-scoped host functions, AnyTrust channels, and strict circuit breakers, MoP seeks
to bridge the gap between public chains and enterprise DLTs like Fabric and Corda, without sacrificing
openness.

A doctoral-level research program around MoP can empirically compare its performance, security, and interoperability
properties against these protocols and formalize where MoP offers provable advantages or trade-offs.

12. Conclusion and Future Work

This paper introduces Mother of Protocol (MoP), a monolithic, security-first base layer that unifies high-throughput, parallel
execution with trust-minimized cross-chain messaging and native cross-asset settlement. By combining HotStuff-class BFT
consensus, a deterministic WASM-based parallel VM, a rich cross-protocol communication substrate, and a global asset hub
with multi-dimensional fee metering, MoP addresses longstanding challenges of fragmentation, brittle bridging, and
unpredictable resource usage in contemporary blockchain systems.

Several avenues remain for doctoral-level research and implementation:
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1. Compute-Unit Calibration: Empirical and analytical methods to calibrate (\alpha, \beta, \gamma) in (1) to balance
fairness, security, and economic efficiency across heterogeneous workloads.

2. Scheduler Conflict Heuristics: Formal modelling and experimental evaluation of optimistic concurrency strategies,
including prioritization of low-contention transactions and adaptive backoff schemes.

3. Light-Client Footprint: Quantifying and minimizing the computational and storage overhead of maintaining
Ethereum, Cosmos, Bitcoin, and generic-ZK light clients within a single validator binary.

4. Oracle and AnyTrust Committee Design: Game-theoretic analysis of incentives, rotation policies, and fault
assumptions for oracle and AnyTrust committees, including resilience against collusion and bribery.

5. Formal Verification: Applying formal methods to MPVM, MoP-FFI adapters, and the scheduler to ensure
determinism, soundness, and safety under adversarial conditions.

6. Prototype Implementation and Evaluation: Building reference implementations (Rust validator, Go light client,
TypeScript SDK) and benchmarking MoP against leading protocols under realistic workloads and adversarial
scenarios.

By addressing these questions, MoP can evolve from a proto-whitepaper into a rigorously analyzed and empirically validated
base layer, contributing to the broader research agenda on scalable, secure, and interoperable distributed ledgers.
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